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1. Introduction

An increasingly inportant feature of networking equi pnent is the
rapi d detection of communication failures between adjacent systens,
in order to nore quickly establish alternative paths. Detection can
come fairly quickly in certain circunstances when data |ink hardware
comes into play (such as Synchronous Optical Network (SONET) al arns).
However, there are nedia that do not provide this kind of signaling
(such as Ethernet), and sone nedia may not detect certain kinds of
failures in the path, for exanple, failing interfaces or forwarding
engi ne conponents.

Net wor ks use relatively slow "Hell o" mechani snms, usually in routing
protocols, to detect failures when there is no hardware signaling to
help out. The tine to detect failures ("Detection Tinmes") available
in the existing protocols are no better than a second, which is far
too long for sonme applications and represents a great deal of |ost
data at gigabit rates. Furthernore, routing protocol Hellos are of
no hel p when those routing protocols are not in use, and the
semantics of detection are subtly different -- they detect a failure
in the path between the two routing protocol engines.

The goal of Bidirectional Forwarding Detection (BFD) is to provide
| ow over head, short-duration detection of failures in the path

bet ween adj acent forwardi ng engines, including the interfaces, data
link(s), and, to the extent possible, the forwarding engi nes

t hensel ves

An additional goal is to provide a single mechanismthat can be used
for liveness detection over any nedia, at any protocol |layer, with a
wi de range of Detection Tines and overhead, to avoid a proliferation
of different nethods.

Thi s docunent specifies the details of the base protocol. The use of

sonme mechani sns are application dependent and are specified in a
separate series of application docunents. These issues are so noted.
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Not e that many of the exact nmechanisns are inplenentation dependent
and will not affect interoperability, and are thus outside the scope
of this specification. Those issues are so noted.

1.1. Conventions Used in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in RFC 2119 [ KEYWORDS] .

2. Design

BFD is designed to detect failures in comrunication with a forwarding
pl ane next hop. It is intended to be inplenented in sone conponent
of the forwarding engine of a system in cases where the forwarding
and control engines are separated. This not only binds the protocol
nmore to the forwardi ng pl ane, but decouples the protocol fromthe
fate of the routing protocol engine, naking it useful in concert with
various "graceful restart" nechanisns for those protocols. BFD nay
al so be inplenented in the control engine, though doing so nay

precl ude the detection of sone kinds of failures.

BFD operates on top of any data protocol (network l|ayer, link |ayer
tunnels, etc.) being forwarded between two systens. It is always
run in a unicast, point-to-point node. BFD packets are carried as

t he payl oad of whatever encapsul ating protocol is appropriate for the
nmedi um and network. BFD may be running at nultiple layers in a
system The context of the operation of any particul ar BFD session
is bound to its encapsul ation

BFD can provide failure detection on any kind of path between

systens, including direct physical links, virtual circuits, tunnels,
MPLS Label Switched Paths (LSPs), nultihop routed paths, and
unidirectional links (so long as there is sone return path, of

course). Miltiple BFD sessions can be established between the same
pair of systens when nultiple paths between them are present in at

| east one direction, even if a |l esser nunber of paths are available
in the other direction (nultiple parallel unidirectional |inks or
MPLS LSPs, for exanple).

The BFD state machine inplenents a three-way handshake, both when

establ i shing a BFD session and when tearing it down for any reason
to ensure that both systens are aware of the state change.
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BFD can be abstracted as a sinple service. The service primtives
provided by BFD are to create, destroy, and nodify a session, given
the destinati on address and other parameters. BFD in return provides
a signal to its clients indicating when the BFD sessi on goes up or
down.

3. Protocol Overview

BFD is a sinple Hello protocol that, in nany respects, is simlar to
the detection conponents of well-known routing protocols. A pair of
systens transnmit BFD packets periodically over each path between the
two systens, and if a system stops receiving BFD packets for |ong
enough, some conponent in that particular bidirectional path to the
nei ghboring systemis assumed to have failed. Under sone conditions,
systens may negotiate not to send periodic BFD packets in order to
reduce over head.

A path is only declared to be operational when two-way conmunication
has been established between systens, though this does not preclude
the use of unidirectional |inks.

A separate BFD session is created for each conmuni cations path and
data protocol in use between two systens.

Each system estimates how quickly it can send and recei ve BFD packets
in order to come to an agreenent with its nei ghbor about how rapidly
detection of failure will take place. These estinates can be
nmodified in real time in order to adapt to unusual situations. This
design also allows for fast systens on a shared nediumw th a sl ow
systemto be able to nore rapidly detect failures between the fast
systens while allowing the sl ow systemto participate to the best of
its ability.

3.1. Addressing and Session Establishnent

A BFD session is established based on the needs of the application
that will be making use of it. It is up to the application to
determine the need for BFD, and the addresses to use -- there is no
di scovery mechanismin BFD. For exanple, an OSPF [ OSPF]

i npl ement ati on nay request a BFD session to be established to a

nei ghbor di scovered using the OSPF Hell o protocol

3.2. (Qperating Mdes
BFD has two operating nodes that rmay be selected, as well as an

addi tional function that can be used in conbination with the two
nodes.
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The primary node is known as Asynchronous node. |n this node, the
systens periodically send BFD Control packets to one another, and if
a nunber of those packets in a row are not received by the other
system the session is declared to be down.

The second node is known as Denmand node. In this node, it is assuned
that a system has an i ndependent way of verifying that it has
connectivity to the other system Once a BFD session is established,
such a system may ask the other systemto stop sending BFD Contro
packets, except when the systemfeels the need to verify connectivity
explicitly, in which case a short sequence of BFD Control packets is
exchanged, and then the far system qui esces. Denand node nay operate
i ndependently in each direction, or simultaneously.

An adjunct to both nodes is the Echo function. Wen the Echo
function is active, a stream of BFD Echo packets is transmitted in
such a way as to have the other system | oop them back through its
forwarding path. [|f a nunber of packets of the echoed data stream
are not received, the session is declared to be down. The Echo
function may be used with either Asynchronous or Demand node. Since
the Echo function is handling the task of detection, the rate of
periodi c transm ssion of Control packets nmay be reduced (in the case
of Asynchronous node) or elimnated conpletely (in the case of Demand
node) .

Pure Asynchronous node is advantageous in that it requires half as
many packets to achieve a particular Detection Tinme as does the Echo
function. It is also used when the Echo function cannot be supported
for some reason.

The Echo function has the advantage of truly testing only the
forwarding path on the renote system This may reduce round-trip
jitter and thus all ow nore aggressive Detection Tines, as well as
potentially detecting sonme classes of failure that m ght not

ot herwi se be det ect ed.

The Echo function may be enabled individually in each direction. It
is enabled in a particular direction only when the systemthat | oops
the Echo packets back signals that it will allowit, and when the
systemthat sends the Echo packets decides it w shes to.

Demand node is useful in situations where the overhead of a periodic
protocol m ght prove onerous, such as a systemwth a very |arge
number of BFD sessions. It is also useful when the Echo function is
bei ng used symetrically. Demand node has the di sadvantage that
Detection Tinmes are essentially driven by the heuristics of the
system i npl enentati on and are not known to the BFD protocol. Denmand
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node nay not be used when the path round-trip ti
the desired Detection Time, or the protocol will
properly. See section 6.6 for nore details.

me is greater than
fail

a to work

4. BFD Control Packet For mat
4.1. Generic BFD Control Packet For mat

BFD Control packets are sent in an encapsul ati on appropriate to the
environnment. The specific encapsulation is outside of the scope of
this specification. See the appropriate application docunment for
encapsul ati on details.

The BFD Control packet has a Mandatory Section and an optional
Aut hentication Section. The format of the Authentication Section, if
present, is dependent on the type of authentication in use.

The Mandatory Section of a BFD Control packet has the foll ow ng
format:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Vers | Diag | Sta| PIF|CAIDM Detect Mult | Length |
T e e i i e S et i s s SNEU N S
| My Discrimnnator |
i T i i o e e S et o S o S R R S
| Your Discrim nator |
B T e o i S I i i S S N iy St S I S S
| Desired Mn TX Interval |
e e i i e T S i S e e e R
| Required M n RX Interval |
i T i i o e e e e e e E et i S s s SR R S
| Required M n Echo RX Interval |
B T e o i S I i i S S N iy St S I S S

An optional Authentication Section MAY be present:

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Aut h Type | Aut h Len | Aut hentication Data... |
B s S S i i i ks a ks st S S S S S S

Version (\Vers)

The version nunber of the protocol. This docunment defines
protocol version 1.
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Di agnostic (Diag)

A di agnostic code specifying the | ocal systenmis reason for the
| ast change in session state. Values are:

-- No Diagnostic

-- Control Detection Tinme Expired
-- Echo Function Failed

-- Nei ghbor Signal ed Sessi on Down
Forwar di ng Pl ane Reset

-- Pat h Down

-- Concat enat ed Path Down

-- Administratively Down

-- Reverse Concatenated Path Down
-- Reserved for future use

RPoO~NOOITAAWNEO
1
1

©
w

This field allows renote systens to determ ne the reason that the
previ ous session failed, for exanple.

State (Sta)

The current BFD session state as seen by the transmtting system
Val ues are:

0 -- Adm nDown
1 -- Down
2 -- Init
3-- U
Pol I (P)

If set, the transnmitting systemis requesting verification of
connectivity, or of a paranmeter change, and is expecting a packet
with the Final (F) bit inreply. |If clear, the transmtting
systemis not requesting verification.

Final (F)
If set, the transmitting systemis responding to a received BFD

Control packet that had the Poll (P) bit set. |If clear, the
transmitting systemis not responding to a Poll.
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Control Pl ane |Independent (C

If set, the transnmitting systenis BFD i npl ementati on does not
share fate with its control plane (in other words, BFD is

i npl emented in the forwarding plane and can continue to function
t hrough disruptions in the control plane). [If clear, the
transmitting systemis BFD i npl enentation shares fate with its
control plane.

The use of this bit is application dependent and is outside the
scope of this specification. See specific application
specifications for details.

Aut hentication Present (A)

If set, the Authentication Section is present and the session is
to be authenticated (see section 6.7 for details).

Demand (D)
If set, Demand node is active in the transnitting system (the
system wi shes to operate in Denand node, knows that the session is
Up in both directions, and is directing the renote systemto cease

the periodic transm ssion of BFD Control packets). |If clear,
Demand node is not active in the transmitting system

Mul tipoint (M

This bit is reserved for future point-to-mnultipoint extensions to
BFD. It MJST be zero on both transnit and receipt.

Detect Mult
Detection tinme multiplier. The negotiated transmt interval,
multiplied by this value, provides the Detection Tine for the
recei ving systemin Asynchronous node.

Length
Length of the BFD Control packet, in bytes.

My Discrimnator
A uni que, nonzero discrimnator value generated by the

transmitting system used to demnultiplex nultiple BFD sessions
bet ween the same pair of systens.
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Your Discrini nator

The di scrimnator received fromthe corresponding renote system
This field reflects back the received value of My Discrimnator,
or is zero if that value is unknown.

Desired Mn TX Interva
This is the minimuminterval, in mcroseconds, that the |oca
systemwoul d like to use when transmtting BFD Control packets,
less any jitter applied (see section 6.8.2). The value zero is
reserved.

Required M n RX Interva

This is the mninuminterval, in mcroseconds, between received
BFD Control packets that this systemis capable of supporting,
less any jitter applied by the sender (see section 6.8.2). |If

this value is zero, the transnmtting system does not want the
renote systemto send any periodic BFD Control packets.

Required M n Echo RX Interva

This is the minimuminterval, in mcroseconds, between received
BFD Echo packets that this systemis capable of supporting, |ess
any jitter applied by the sender (see section 6.8.9). |If this

value is zero, the transmtting system does not support the
recei pt of BFD Echo packets.

Auth Type
The aut hentication type in use, if the Authentication Present (A)
bit is set.
0 - Reserved
1 - Sinple Password
2 - Keyed MDb5
3 - Meticul ous Keyed MD5
4 - Keyed SHA1
5 - Meticul ous Keyed SHA1
6-255 - Reserved for future use
Aut h Len

The length, in bytes, of the authentication section, including the
Auth Type and Auth Len fields.
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4.2. Sinple Password Authentication Section Fornat

Kat

If the Authentication Present (A) bit is set in the header, and the
Aut henti cation Type field contains 1 (Sinple Password), the
Aut henti cation Section has the follow ng format:

0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Aut h Type | Auth Len | Auth Key ID | Password... |
B T e o i S I i i S S N iy St S I S S
|
+-

T e T

Auth Type

The Aut hentication Type, which in this case is 1 (Sinple
Passwor d) .

Aut h Len

The I ength of the Authentication Section, in bytes. For Sinple
Password aut hentication, the length is equal to the password
| ength plus three.

Auth Key ID

The authentication key IDin use for this packet. This allows
multiple keys to be active simnultaneously.

Passwor d

The sinple password in use on this session. The password is a
bi nary string, and MJST be from1 to 16 bytes in length. The
password MJUST be encoded and configured according to section
6.7.2.

Keyed MD5 and Meticul ous Keyed MD5 Aut hentication Section Fornat
The use of MD5-based authentication is strongly di scouraged.
However, it is docunented here for conpatibility with existing

i mpl enent ati ons.

If the Authentication Present (A) bit is set in the header, and the

Aut henti cation Type field contains 2 (Keyed MD5) or 3 (Meticul ous
Keyed MD5), the Authentication Section has the follow ng fornmat:
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0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| Aut h Type | Auth Len | Auth Key ID | Reserved

B T e o i S I i i S S N iy St S I S S
| Sequence Number

e e i i e e T T S e LR e
| Aut h Key/ Di gest. ..

i T i i e e e e S e s t s o S R TR R R SR
I
+-

B T T S S T S i i i i S S

Auth Type

The Aut hentication Type, which in this case is 2 (Keyed MD5) or 3
(Meticul ous Keyed MDS).

Aut h Len

The I ength of the Authentication Section, in bytes. For Keyed MD5
and Meticul ous Keyed MD5 aut hentication, the length is 24.

Auth Key 1D

The aut hentication key IDin use for this packet. This allows
mul tiple keys to be active sinultaneously.

Reserved
This byte MJUST be set to zero on transmt, and ignored on receipt.
Sequence Number
The sequence nunber for this packet. For Keyed M5
Aut hentication, this value is increnmented occasionally. For
Meti cul ous Keyed MD5 Authentication, this value is incremented for
each successive packet transnmitted for a session. This provides
protection agai nst replay attacks.
Aut h Key/ Di gest
This field carries the 16-byte MD5 digest for the packet. Wen
the digest is calculated, the shared MD)5 key is stored in this

field, padded to 16 bytes with trailing zero bytes if needed. The
shared key MJUST be encoded and configured to section 6.7.3.
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4.4, Keyed SHA1 and Meticul ous Keyed SHA1l Aut hentication Section Fornat

If the Authentication Present (A) bit is set in the header, and the
Aut henti cation Type field contains 4 (Keyed SHA1) or 5 (Meti cul ous
Keyed SHA1), the Authentication Section has the follow ng fornmat:

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Aut h Type | Auth Len | Auth Key ID | Reserved |
B T e o i S I i i S S N iy St S I S S
| Sequence Number

e e i i e e T T S e LR e
| Aut h Key/ Hash. ..

i T i i e e e e e e e e e i s s S R S
I
+-

B T T S S T S i i i i S S

Auth Type

The Aut hentication Type, which in this case is 4 (Keyed SHAl) or 5
(Meticul ous Keyed SHA1L).

Aut h Len

The I ength of the Authentication Section, in bytes. For Keyed
SHA1 and Meticul ous Keyed SHA1 aut hentication, the length is 28.

Auth Key 1D

The aut hentication key IDin use for this packet. This allows
mul tiple keys to be active sinultaneously.

Reserved
This byte MJUST be set to zero on transmt and i gnored on receipt.
Sequence Numrber
The sequence nunber for this packet. For Keyed SHAl
Aut hentication, this value is increnmented occasionally. For
Meti cul ous Keyed SHA1 Aut hentication, this value is increnented

for each successive packet transmitted for a session. This
provi des protection against replay attacks.
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5.

6.

Aut h Key/ Hash

This field carries the 20-byte SHAl1 hash for the packet. Wen the
hash is cal cul ated, the shared SHAl key is stored in this field,
padded to a length of 20 bytes with trailing zero bytes if needed.
The shared key MJUST be encoded and configured to section 6.7.4.

BFD Echo Packet For nat

BFD Echo packets are sent in an encapsul ation appropriate to the
environnment. See the appropriate application docunents for the
specifics of particular environnents.

The payl oad of a BFD Echo packet is a |local matter, since only the
sendi ng system ever processes the content. The only requirenent is
that sufficient information is included to denultiplex the received
packet to the correct BFD session after it is | ooped back to the
sender. The contents are otherw se outside the scope of this

speci fication.

Some form of authentication SHOULD be included, since Echo packets
may be spoof ed.

El enents of Procedure

This section discusses the nornmative requirenents of the protocol in
order to achieve interoperability. It is inportant for inplenmentors
to enforce only the requirenents specified in this section, as

m sgui ded pedantry has been proven by experience to affect
interoperability adversely.

Remenber that all references of the form"bfd. Xx" refer to interna
state variables (defined in section 6.8.1), whereas all references to
"the Xxx field" refer to fields in the protocol packets thensel ves
(defined in section 4).

1. Overview

A system may take either an Active role or a Passive role in session
initialization. A systemtaking the Active role MJST send BFD
Control packets for a particular session, regardl ess of whether it
has received any BFD packets for that session. A systemtaking the
Passi ve rol e MUST NOT begi n sendi ng BFD packets for a particul ar
session until it has received a BFD packet for that session, and thus
has | earned the renpote systenis discrimnator value. At |east one
system MJUST take the Active role (possibly both). The role that a
systemtakes is specific to the application of BFD, and is outside
the scope of this specification
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A session begins with the periodic, slow transnission of BFD Contro
packets. When bidirectional conmunication is achieved, the BFD
sessi on becones Up.

Once the BFD session is Up, a system can choose to start the Echo
function if it desires and the other systemsignals that it wll
allowit. The rate of transm ssion of Control packets is typically
kept | ow when the Echo function is active.

If the Echo function is not active, the transm ssion rate of Contro
packets may be increased to a | evel necessary to achieve the
Detection Tine requirenments for the session

Once the session is Up, a systemnay signal that it has entered
Demand node, and the transm ssion of BFD Control packets by the
renote system ceases. Oher means of inplying connectivity are used
to keep the session alive. |If either systemw shes to verify
bidirectional connectivity, it can initiate a short exchange of BFD
Control packets (a "Poll Sequence"; see section 6.5) to do so.

I f Demand node is not active, and no Control packets are received in
the cal cul ated Detection Tine (see section 6.8.4), the session is
declared Down. This is signaled to the renote end via the State
(Sta) field in outgoing packets.

If sufficient Echo packets are |ost, the session is declared Down in
the sane manner. See section 6.8.5.

If Demand node is active and no appropriate Control packets are
received in response to a Poll Sequence, the session is declared Down
in the same manner. See section 6.6.

I f the session goes Down, the transm ssion of Echo packets (if any)
ceases, and the transmi ssion of Control packets goes back to the slow
rate.

Once a session has been declared Down, it cannot cone back up unti
the renpte end first signals that it is down (by |eaving the Up
state), thus inplenmenting a three-way handshake.

A session MAY be kept administratively down by entering the Adm nDown

state and sending an expl anatory di agnostic code in the Diagnostic
field.
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6.2. BFD State Machi ne

The BFD state machine is quite straightforward. There are three
states through which a session normally proceeds: two for
establishing a session (Init and Up) and one for tearing down a
session (Down). This allows a three-way handshake for both session
est abl i shnent and session teardown (assuring that both systens are
aware of all session state changes). A fourth state (Adni nDown)

exi sts so that a session can be adnministratively put down
indefinitely.

Each system conmunicates its session state in the State (Sta) field
in the BFD Control packet, and that received state, in conbination
with the | ocal session state, drives the state nachine.

Down state neans that the session is down (or has just been created).
A session remains in Down state until the renote system i ndicates
that it agrees that the session is down by sending a BFD Contro
packet with the State field set to anything other than Up. If that
packet signals Down state, the session advances to Init state; if

t hat packet signals Init state, the session advances to Up state.
Semantically, Down state indicates that the forwarding path is
unavai |l abl e, and that appropriate actions should be taken by the
applications nonitoring the state of the BFD session. A system MAY
hold a session in Down state indefinitely (by sinply refusing to
advance the session state). This nmay be done for operational or
admi ni strative reasons, anong ot hers.

Init state means that the renpte systemis conmunicating, and the

| ocal systemdesires to bring the session up, but the renpte system
does not yet realize it. A session will remain in Init state unti
either a BFD Control Packet is received that is signaling Init or Up
state (in which case the session advances to Up state) or the
Detection Tinme expires, neaning that conmunication with the renote
system has been |l ost (in which case the session advances to Down
state).

Up state neans that the BFD session has successfully been
established, and inplies that connectivity between the systens is
working. The session will remain in the Up state until either
connectivity fails or the session is taken down administratively. |If
either the renote systemsignals Down state or the Detection Tine
expires, the session advances to Down state.
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Admi nDown state neans that the session is being held adm nistratively
down. This causes the renpte systemto enter Down state, and renain
there until the local systemexits Adnm nDown state. Admi nDown state
has no semantic inplications for the availability of the forwarding
pat h.

The followi ng di agram provi des an overvi ew of the state nmachi ne.
Transitions involving Adm nDown state are deleted for clarity (but
are fully specified in sections 6.8.6 and 6.8.16). The notation on
each arc represents the state of the renpte system (as received in
the State field in the BFD Control packet) or indicates the
expiration of the Detection Tiner.

+- -+
| | UP, ADM N DOWN, TI MER
| V
DOMN +------ + INT
B S | [------------ +
| | DOWN | |
| Hoemeema >| [ <-------- +
|| Hoo--- + ||
|| ||
| | ADM N DOWN, | |
| | ADM N DOV, DOV, | |
| | TI MER TI MER)| |
vV | | V
Fommm - + Fommm - +
4o | | |-
DOMN| [ INIT [------------mmmm - - >| UP | [INIT, UP
+--- > | INIT, UP | | <---+
S - + S - +

6.3. Demnultiplexing and the Discrimninator Fields

Since nultiple BFD sessions may be running between two systens, there
needs to be a nechani smfor denultiplexing received BFD packets to
t he proper session.

Each system MUST choose an opaque discriminator value that identifies
each session, and which MJST be uni que anong all BFD sessions on the
system The local discrimnator is sent in the My Discrimnator
field in the BFD Control packet, and is echoed back in the Your

Di scrimnator field of packets sent fromthe renote end.
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Once the renpte end echoes back the |ocal discrimn