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Abstr act

The Internet transport infrastructure is noving towards a nodel of

hi gh-speed routers interconnected by optical core networks. The
architectural choices for the interaction between |IP and optica
network | ayers, specifically, the routing and signaling aspects, are
maturing. At the sane tine, a consensus has energed in the industry
on utilizing | P-based protocols for the optical control plane. This
document defines a franmework for | P over Optical networks,
considering both the | P-based control plane for optical networks as
well as IP-optical network interactions (together referred to as "IP
over optical networks").

Raj agopal an, et al. I nf or mat i onal [ Page 1]



RFC 3717 | P over Optical Networks: A Franework March 2004

Tabl e of Contents

1.
2.
3.

10.
11.
12.
13.
14.
15.

I ntroduction . .

Ter m nol ogy and Concepts .

The Networ k Model .

3.1. Network Int erconnectl on

3.2. Control Structure. .
| P over Optical Service Mdel s and Reqw rerrents.
1 Domai n Servi ces Mdel .

2. Unified Service Mdel.

3. \Wich Service Mdel ? .

4 Wiat are the Possible Servi ces’?

P transport over Optical Networks .

I nt erconnection Mdels .

Rout i ng Appr oaches .

Si gnal i ng- Rel ated. . . .

End-to- End Protection Ivbdel s .

P-based Optical Control Plane |ssues.

. Addressing . . .

Nei ghbor Di scovery .

Topol ogy Di scovery . .

Protection and Restoration I\/bdel S.

Rout e Corrput ation.

Signaling |ssues .

Optical | nternetworKki ng

I ssues . .

WDM and TDM|n the Sarre Netvvork

Wavel engt h Conver si on.

Service Provider Peering P0| nt s

Rate of Lightpath Set- Up . . .
Distributed vs. Centralized Prow SI on| ng .o
Optical Networks with Additional Configurabl e
Conponent s .

R e s
rwne

oUrLONERINOORWNE

NNNNNNQO2O22 2
[¢)
=

7.7. Optical Netvvotks wi t h L| i ted Wivel engt h Conver Si on.

Capability .
Evol ution Path for IP over Qati cal Archi tecture.
Security Considerations. . . .
9.1. Ceneral Security Aspects. C e e e e e
9.2. Security Considerations for Protocol Mechanisns.
Summary and Concl usi ons.
I nformative References .
Acknowl edgnent s.
Contributors . .
Aut hors’ Addresses . .
Ful I Copyright Stat errent

Raj agopal an, et al. I nf or mat i onal

38

38
39
41
42
43
44
44
45
46
47
48

[ Page 2]



RFC 3717 | P over Optical Networks: A Franework March 2004

1

I ntroduction

Optical network technol ogies are evolving rapidly in ternms of
functions and capabilities. The increasing inportance of optica
networks is evidenced by the copious anpbunt of attention focused on

| P over optical networks and rel ated photonic and el ectronic

i nterworking issues by all major network service providers,

t el econmuni cati ons equi pnent vendors, and standards organi zations. In
this regard, the term"optical network" is used generically in
practice to refer to both SONET/ SDH based transport networks, as wel
as switched optical networks (including all-optical networks).

It has been realized that optical networks nust be survivable,
flexible, and controllable. There is, therefore, an ongoing trend to
i ntroduce intelligence in the control plane of optical networks to
make them nore versatile [1]. An essential attribute of intelligent
optical networks is the capability to instantiate and route optica

| ayer connections in real-tine or near real-tine, and to provide
capabilities that enhance network survivability. Furthernore, there
is aneed for multi-vendor optical network interoperability, when an
optical network may consist of interconnected vendor-specific optica
sub- net wor ks.

The optical network nust al so be versatile because sone service
providers nay offer generic optical |ayer services that may not be
client-specific. It would therefore be necessary to have an optica
network control plane that can handl e such generic optical services.

There is general consensus in the industry that the optical network
control plane should utilize |IP-based protocols for dynanic

provi sioning and restoration of optical channels within and across
optical sub-networks. This is based on the practical viewthat
signaling and routing nechani sns devel oped for IP traffic engineering
applications could be re-used in optical networks. Neverthel ess, the
i ssues and requirenents that are specific to optical networking nust
be understood to suitably adopt and adapt the |P-based protocols.
This is especially the case for restoration, and for routing and
signaling in all-optical networks. Also, there are different views
on the nodel for interaction between the optical network and client
networ ks, such as IP networks. Reasonable architectural alternatives
in this regard nust be supported, with an understanding of their
relative nerits.

Thus, there are two fundamental issues related to | P over optica
networks. The first is the adaptation and reuse of |IP control plane
protocols within the optical network control plane, irrespective of
the types of digital clients that utilize the optical network. The
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second is the transport of IP traffic through an optical network
together with the control and coordination issues that arise
t her ef rom

Thi s docunent defines a framework for I P over optical networks
covering the requirenents and nechani sns for establishing an | P-
centric optical control plane, and the architectural aspects of IP
transport over optical networks. In this regard, it is recognized
that the specific capabilities required for I P over optical networks
woul d depend on the services expected at the IP-optical interface as
well as the optical sub-network interfaces. Depending on the
specific operational requirenments, a progression of capabilities is
possi bl e, reflecting increasingly sophisticated interactions at these
interfaces. This docunment therefore advocates the definition of
"capability sets" that define the evolution of functionality at the
i nterfaces as nore sophisticated operational requirenents arise.

This docunent is organized as follows. In the next section
term nol ogy covering sone basic concepts related to this framework
are described. The definitions are specific to this framework and
may have ot her connotations el sewhere. |In Section 3, the network
nmodel pertinent to this framework i s described. The service node

and requirenments for |P-optical, and nulti-vendor optica

i nternetworking are described in Section 4. This section al so

consi ders sone general requirenents. Section 5 considers the
architectural nodels for |P-optical interworking, describing the
relative merits of each nodel. It should be noted that it is not the
intent of this docunment to pronote any particul ar nodel over the
others. However, particular aspects of the nodels that may make one
approach nore appropriate than another in certain circunstances are
described. Section 6 describes IP-centric control plane nechani sns
for optical networks, covering signaling and routing issues in
support of provisioning and restoration. The approaches described in
Section 5 and 6 range fromthe relatively sinple to the

sophi sticated. Section 7 describes a nunber of specialized issues in
relation to I P over optical networks. Section 8 describes a possible
evol ution path for IP over optical networking capabilities in terns
of increasingly sophisticated functionality that may be supported as
the need arises. Section 9 considers security issues pertinent to
this franmework. Finally, the sunmary and conclusion are presented in
Section 10.

2. Terminol ogy and Concepts
This section introduces termninology pertinent to this franmework and

some related concepts. The definitions are specific to this
framework and may have other interpretations el sewhere

Raj agopal an, et al. I nf or mat i onal [ Page 4]



RFC 3717 | P over Optical Networks: A Franework March 2004

VDM

Wavel ength Division Multiplexing (WDM is a technology that allows
multiple optical signals operating at different wavel engths to be
mul ti pl exed onto a single optical fiber and transported in parallel
through the fiber. |In general, each optical wavel ength may carry
digital client payloads at a different data rate (e.g., OC3c, OC
12c, OC 48c, 0OC-192c, etc.) and in a different format (SONET,

Et hernet, ATM etc.). For exanple, there are many commercial WM
networks in existence today that support a mx of SONET signals
operating at OC-48c (approximately 2.5 Gops) and OC 192

(approxi mately 10 Gbps) over a single optical fiber. An optica
systemwi th WDM capability can achieve parallel transm ssion of
nmul ti pl e wavel engths gracefully while maintaining high system
performance and reliability. |In the near future, conmercial dense
WDM systens are expected to concurrently carry nore than 160

wavel engt hs at data rates of OC 192c and above, for a total of 1.6
Thps or nore. The term WM wi Il be used in this docunent to refer to
bot h WOM and DWDM ( Dense \\WDM) .

In general, it is worth noting that WDM i nks are affected by the
followi ng factors, which may introduce inpairnents into the optica
si gnal path:

The nunber of wavel engths on a single fiber.

The serial bit rate per wavel ength.

The type of fiber.

The anplification mechani sm

The nunber and type of nodes through which the signals pass before
reachi ng the egress node or before regeneration.

ghwNE

Al'l these factors (and others not nentioned here) constitute donmain
specific features of optical transport networks. As noted in [1],
these features should be taken into account in devel opi ng standards
based solutions for I P over optical networks.

Optical cross-connect (OXC)

An OXC is a space-division switch that can switch an optical data
stream from an input port to a output port. Such a switch may
utilize optical-electrical conversion at the input port and

el ectrical -optical conversion at the output port, or it nay be all-
optical. An OXC is assunmed to have a control -pl ane processor that
i mpl enents the signaling and routing protocols necessary for
conmputing and instantiating optical channel connectivity in the
optical domain.
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Optical channel trail or Lightpath

An optical channel trail is a point-to-point optical |ayer connection
bet ween two access points in an optical network. |In this docunent,
the term™lightpath" is used interchangeably with optical channe
trail

Optical nmesh sub-network

An optical sub-network, as used in this framework, is a network of
OXCs that supports end-to-end networking of optical channel trails
providing functionality like routing, nonitoring, groom ng, and
protection and restoration of optical channels. The interconnection
of OXCs in this network can be based on a general nesh topol ogy. The
foll owi ng sub-layers may be associated with this network:

(a) An optical nultiplex section (OV5) | ayer network: The optica
nmul tiplex section |ayer provides transport for the optica
channels. The information contained in this layer is a data
stream conprising a set of optical channels, which may have a
defined aggregate bandw dt h.

(b) An optical transm ssion section (OIS) |ayer network: This |ayer
provides functionality for transm ssion of optical signals
through different types of optical nedia.

This framework does not address the interaction between the optica
sub-network and the OM5, or between the OVMS and OIS | ayer networks.

Mesh optical network (or sinply, "optical network")

A mesh optical network, as used in docunment, is a topologically
connected collection of optical sub-networks whose node degree may
exceed 2. Such an optical network is assunmed to be under the purview
of a single adm nistrative entity. It is also possible to conceive
of a large scale global nesh optical network consisting of the
voluntary interconnection of autononous optical networks, each of

whi ch is owned and admi nistered by an i ndependent entity. |In such an
envi ronnent, abstraction can be used to hide the internal details of
each aut onomous optical cloud from external clouds.

Optical internetwork
An optical internetwork is a nesh-connected collection of optica

networks. Each of these networks may be under a different
adm ni stration.
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Wavel ength continuity property

Alightpath is said to satisfy the wavel ength continuity property if
it is transported over the same wavel ength end-to-end. Wavel ength
continuity is required in optical netwdrks with no wavel ength
conversion feature.

Wavel engt h path

A lightpath that satisfies the wavelength continuity property is
call ed a wavel ength pat h.

Opaque vs. transparent optical networks

A transparent optical network is an optical network in which optica

signals are transported fromtransnmitter to receiver entirely in the
optical domamin wthout OEO conversion. GCenerally, internediate

swi tching nodes in a transparent optical network do not have access

to the payload carried by the optical signals.

Note that anplification of signals at transit nodes is permitted in
transparent optical networks (e.g., using Erbium Doped Fi ber
Amplifiers << EDFAs).

On the other hand, in opaque optical networks, transit nodes nay
mani pul ate optical signals traversing through them An exanple of
such mani pul ati on woul d be OEO conversi on which may involve 3R
operations (reshaping, retimng, regeneration, and perhaps
anplification).

Trust dommin

A trust domain is a network under a single technical administration

i n which adequate security neasures are established to prevent

unaut hori zed intrusion fromoutside the domain. Hence, it may be
assunmed that nost nodes in the donmain are deened to be secure or
trusted in sone fashion. GCenerally, the rule for "single"

adm ni strative control over a trust donmain nay be relaxed in practice
if a set of administrative entities agree to trust one another to
form an enl arged het erogeneous trust domain. However, to sinmplify
the discussions in this docunent, it will be assunmed, w thout |oss of
generality, that the termtrust donain applies to a single

adm nistrative entity with appropriate security policies. It should
be noted that within a trust donmain, any subverted node can send
control nessages which can conpronise the entire network
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3.

3.

Fl ow

In this docunent, the termflow will be used to signify the small est
non- separ abl e stream of data, fromthe point of view of an endpoi nt
or term nation point (source or destination node). The reader should
note that the termflow is heavily overloaded in contenporary
networking literature. |In this docunent, we will consider a

wavel ength to be a flow, under certain circunstances. However, if
there is a method to partition the bandwi dth of the wavel ength, then
each partition may be considered a flow, for exanple using tine
division nultiplexing (TDM, it may be feasible to consider each
quanta of tinme within a given wavelength as a flow

Traffic Trunk

Atraffic trunk is an abstraction of traffic flow traversing the same
pat h between two access points which allows sone characteristics and
attributes of the traffic to be paraneteri zed.

The Networ k Model
1. Net wor k | nt er connecti on

The network nodel considered in this neno consists of |P routers
attached to an optical core internetwork, and connected to their
peers over dynam cally established switched optical channels. The
optical core itself is assumed to be incapable of processing

i ndi vidual |P packets in the data pl ane.

The optical internetwork is assuned to consist of nultiple optica
net wor ks, each of which nmay be adm nistered by a different entity.
Each optical network consists of sub-networks interconnected by
optical fiber links in a general topology (referred to as an optica
mesh network). This network may contain re-configurable optica

equi prent froma single vendor or frommultiple vendors. |In the near
term it nmay be expected that each sub-network will consist of
switches froma single vendor. |In the future, as standardization
efforts mature, each optical sub-network may in fact contain optica
switches fromdifferent vendors. |n any case, each sub-network
itself is assumed to be nmesh-connected internally. 1In general, it

can be expected that topologically adjacent OXCs in an optical nesh
network will be connected via nultiple, parallel (bi-directional)
optical links. This network nodel is shown in Figure 1

In this environment, an optical sub-network may consist entirely of
all -optical OXCs or OXCs with optical -electrical-optical (CEO
conversion. |Interconnection between sub-networks is assunmed to be
i mpl enent ed t hrough conpati bl e physical interfaces, with suitable
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optical -el ectrical conversions where necessary. The routers that
have direct physical connectivity with the optical network are
referred to as "edge routers" with respect to the optical network. As
shown in Figure 1, other client networks (e.g., ATM may al so connect
to the optical network.

The switching function in an OXC is controlled by appropriately
configuring the cross-connect fabric. Conceptually, this may be
viewed as setting up a cross-connect table whose entries are of the
form <input port i, output port j> indicating that the data stream
entering input port i will be switched to output port j. |In the
context of a wavel ength sel ective cross-connect (generally referred
to as a WKC), the cross-connect tables may al so indicate the input
and out put wavel engths along with the input and output ports. A
lightpath froman ingress port in an OXC to an egress port in a
renote OXC is established by setting up suitable cross-connects in
the ingress, the egress and a set of internediate OXCs such that a
conti nuous physical path exists fromthe ingress to the egress port.
Optical paths tend to be bi-directional, i.e., the return path from
the egress port to the ingress port is typically routed along the
sanme set of internediate interface cards as the forward path, but
this may not be the case under all circunstances.
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Figure 1: Optical Internetwork Mdel

Multiple traffic streans exiting froman OXC may be nultipl exed onto
a fiber optic link using WOM technol ogy. The WDM functionality nmay
exi st outside of the OXC, and be transparent to the OXC. O, this
function rmay be built into the OXC. 1In the |ater case, the cross-
connect table (conceptual ly) consists of pairs of the form <{input
port i, Lanbda(j)}, {output port k, Lanbda(l)}>. This indicates that
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the data streamrecei ved on wavel ength Lanbda(j) over input port i is
switched to output port k on Lanbda(l). Automated establishnment of

i ght paths invol ves setting up the cross-connect table entries in the
appropriate OXCs in a coordinated manner such that the desired
physical path is realized

Under this network nodel, a switched |Iightpath nust be established
between a pair of IP routers before the routers can transfer user
traffic anong thenselves. A lightpath between |P routers may
traverse nultiple optical networks and be subject to different
provi sioning and restoration procedures in each networKk.

The | P-based control plane issue for optical networks pertains to the
desi gn of standard signaling and routing protocols for provisioning
and restoration of lightpaths across multiple optical networks.
Simlarly, IP transport over optical networks involves establishing

| P reachability and seaml essly constructing forwardi ng paths from one
| P endpoint to another over an optical network.

3.2. Control Structure

There are three logical control interfaces identified in Figure 1
These are the client-optical internetwork interface, the interna
node-to-node interface within an optical network (between OXCs in
di fferent sub-networks), and the external node-to-node interface
bet ween nodes in different optical networks. These interfaces are
also referred to as the User-Network Interface (UNI), the interna
NNI (INNI), and the external NNI (ENNI), respectively.

The distinction between these interfaces arises out of the type and
anount of control information flow across them The client-optica
internetwork interface (UNI) represents a service boundary between
the client (e.g., IP router) and the optical network. The client and
server (optical network) are essentially two different roles: the
client role requests a service connection froma server; the server
rol e establishes the connection to fulfill the service request --
provided all relevant adnission control conditions are satisfied.

Thus, the control flow across the client-optical internetwork
interface is dependent on the set of services defined across it and
the manner in which the services may be accessed. The service nodels
are described in Section 4. The NNI's represent vendor-i ndependent
standardi zed interfaces for control flow between nodes. The
distinction between the INNI and the ENNI is that the former is an
interface within a given network under a single technica

adm nistration, while the later indicates an interface at the

adm ni strative boundary between networks. The INNI and ENNI may t hus
differ in the policies that restrict control flow between nodes.
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Security, scalability, stability, and information hiding are

i mportant considerations in the specification of the ENNI. It is
possible in principle to harnonize the control flow across the UNI
and the NNI and elimnate the distinction between them On the other
hand, it may be required to mnimze flow of control information
especially routing-related information, over the UNI; and even over

the ENNI. In this case, UNl and NNIs nmay | ook different in sone
respects. In this docunent, these interfaces are treated as
di stinct.

The client-optical internetwork interface can be categorized as
public or private dependi ng upon context and service nodels. Routing
information (i.e., topology state infornmation) can be exchanged
across a private client-optical internetwork interface. On the other
hand, such information is not exchanged across a public client-
optical internetwork interface, or such information may be exchanged
with very explicit restrictions (including, for exanple abstraction
filtration, etc). Thus, different relationships (e.g., peer or
over-lay, Section 5) nmay occur across private and public |ogica

i nterfaces.

The physical control structure used to realize these |ogica
interfaces may vary. For instance, for the client-optica
internetwork interface, sone of the possibilities are:

1. Direct interface: An in-band or out-of-band IP control channe
(I1'PCC) nmay be inplenented between an edge router and each OXC to
which it is connected. This control channel is used for
exchangi ng signaling and routing nessages between the router and
the OXC. Wth a direct interface, the edge router and the OXC it
connects to are peers with respect to the control plane. This
situation is shown in Figure 2. The type of routing and signaling
i nformati on exchanged across the direct interface may vary
dependi ng on the service definition. This issue is addressed in
the next section. Sonme choices for the routing protocol are OSPF
or ISIS (with traffic engineering extensions and additiona
enhancenents to deal with the peculiar characteristics of optica
net wor ks) or BGP, or sone other protocol. Oher directory-based
routing informati on exchanges are al so possible. Some of the
signaling protocol choices are adaptations of RSVP-TE or CR-LDP.
The details of howthe IP control channel is realized is outside
the scope of this docunent.

2. Indirect interface: An out-of-band IP control channel may be
i mpl ement ed between the client and a device in the optical network
to signal service requests and responses. For instance, a
managenent systemor a server in the optical network nmay receive
service requests fromclients. Sinmlarly, out-of-band signaling
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may be used between nanagenent systens in client and optica
networks to signal service requests. In these cases, there is no
direct control interaction between clients and respective OXCs.
One reason to have an indirect interface would be that the OXCs
and/ or clients do not support a direct signaling interface.

e e + e e +
| | | |
| +--------- + Fommmm e oo - + | | +--------- + Fommmm e oo - +

| | I Y A I R T
| | Routing | | Si gnaling| | | | Routing | | Si gnal i ng|

| | Protocol | | Protocol | | | | Protocol | | Protocol |
|| | || || | ||
| +----- +---+ tommfmmmam + | | +----- +---+ tommfmmmam +

| | | | | | | |
| | | | | | | |
| [ I +-- -+ | | [ I +-- -+ |
| | I | | |
| | | P Layer +. ...1PCC. .... + | P Layer | |
| | . | | .
| tmmmmmm e eeeaaaas + | | tmmmmmm e eeeaaaas +

| | | |
| Edge Router | | oxc |
o + o +

Figure 2: Direct Interface

3. Provisioned interface: In this case, the optical network services
are manual |y provisioned and there is no control interactions
between the client and the optical network.

Al t hough different control structures are possible, further
descriptions in this framework assune direct interfaces for |P-
optical and optical sub-network control interactions.

4. | P over Optical Service Mdels and Requirenents

In this section, the service nodels and requirenents at the UNl and
the NNIs are considered. Two general nodel s have enmerged for the
services at the UNl (which can also be applied at the NNIs). These
nodel s are as foll ows.

4.1. Domain Services Mdel
Under the donmain services nodel, the optical network primarily offers
hi gh bandwi dth connectivity in the formof |ightpaths. Standardized

signaling across the UNl (Figure 1) is used to invoke the follow ng
services
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1. Lightpath creation: This service allows a lightpath with the
specified attributes to be created between a pair of term nation
points in the optical network. Lightpath creation nmay be subject
to network-defined policies (e.g., connectivity restrictions) and
security procedures.

2. Lightpath deletion: This service allows an existing lightpath to
be del et ed.

3. Lightpath nodification: This service allows certain paraneters of
the lightpath to be nodified

4. Lightpath status enquiry: This service allows the status of
certain paraneters of the lightpath (referenced by its ID) to be
queried by the router that created the |ightpath.

An end-system di scovery procedure may be used over the UNI to verify
| ocal port connectivity between the optical and client devices, and
al | ows each device to bootstrap the UNI control channel. Finally, a
"service discovery" procedure nay be enployed as a precursor to
obtaining UNI services. Service discovery allows a client to
determne the static paraneters of the interconnection with the
optical network, including the UNI signaling protocols supported.
The protocols for nei ghbor and service discovery are different from
the UNI signaling protocol itself (for exanple, see LMP [2]).

Because a small set of well-defined services is offered across the
UNI, the signaling protocol requirements are nminiml. Specifically,
the signaling protocol is required to convey a few nmessages with
certain attributes in a point-to-point nanner between the router and
the optical network. Such a protocol may be based on RSVP-TE or LDP
for exanple.

The optical domain services nodel does not deal with the type and
nature of routing protocols within and across optical networks.

The optical donain services nodel would result in the establishnent
of a lightpath topol ogy between routers at the edge of the optica
network. The resulting overlay nodel for IP over optical networks is
di scussed in Section 5.

4.2. Unified Service Mdel

Under this nodel, the I P and optical networks are treated together as
a single integrated network froma control plane point of view In
this regard, the OXCs are treated just like any other router as far
as the control plane is considered. Thus, in principle, there is no
di stinction between the UNI, NNI's and any ot her router-to-router
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interface froma routing and signaling point of view It is assuned
that this control plane is | P-based, for exanple |everaging the
traffic engineering extensions for MPLS or GWLS, as described in
[1]. The unified service nodel has so far been discussed only in the
context of a single adm nistrative domain. A unified control plane
is possible even when there are adm nistrative boundaries within an
optical internetwork, but sonme of the integrated routing capabilities
may not be practically attractive or even feasible in this case (see
Section 5).

Under the unified service nodel and within the context of a GWLS
networ k, optical network services are obtained inplicitly during
end-to-end GQVWPLS signaling. Specifically, an edge router can create
a lightpath with specified attributes, or delete and nodify
lightpaths as it creates GWLS | abel -switched paths (LSPs). |In this
regard, the services obtained fromthe optical network are simlar to
the domain services nodel. These services, however, nmay be invoked
in a nore seanl ess nmanner as conpared to the domain services nodel.
For instance, when routers are attached to a single optical network
(i.e., there are no ENNIs), a renote router could conpute an end-to-
end path across the optical internetwork. 1t can then establish an
LSP across the optical internetwork. But the edge routers nust stil
recogni ze that an LSP across the optical internetwork is a
lightpath, or a conduit for nultiple packet-based LSPs.

The concept of "forwardi ng adjacency" can be used to specify virtua
I inks across optical internetworks in routing protocols such as OSPF

[3]. In essence, once a lightpath is established across an optica
i nternetwork between two edge routers, the lightpath can be
advertised as a forwardi ng adjacency (a virtual |ink) between these

routers. Thus, froma data plane point of view, the |ightpaths
result in a virtual overlay between edge routers. The decisions as
to when to create such lightpaths, and the bandw dth nanagenent for
these lightpaths is identical in both the domain services nodel and
the unified service nodel. The routing and signaling nodels for

uni fied services is described in Sections 5 and 6.

4.3. Wiich Service Mdel?

The relative nmerits of the above service nodel s can be debated at

| ength, but the approach recommended in this framework is to define
routing and signaling mechanisns in support of both nodels. As noted
above, signaling for service requests can be unified to cover both
nodel s. The devel opnents in GWLS signaling [4] for the unified
service nodel and its adoption for UNI signaling [5, 6] under the
domai n services nodel essentially supports this view The
significant difference between the service nodels, however, is in
routing protocols, as described in Sections 5 and 6.
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4.4, \Wat are the Possible Services?

Speci al i zed services nmay be built atop the point-to-point
connectivity service offered by the optical network. For exanple,
optical virtual private networks and bandwi dth on demand are sone of
the services that can be envisioned.

4.4.1. Optical Virtual Private Networks (OVPNs)

G ven that the data plane |links between IP routers over an optica
networ k amounts to a virtual topology which is an overlay over the
fiber optic network, it is easy to envision a virtual private network
of lightpaths that interconnect routers (or any other set of clients)
belonging to a single entity or a group of related entities across a
public optical network. Indeed, in the case where the optica

net wor k provides connectivity for multiple sets of external client
networ ks, there has to be a way to enforce routing policies that
ensure routing separation between different sets of client networks
(i.e., VPN service).

5. IP transport over Optical Networks

To exanmine the architectural alternatives for |IP over optica
networks, it is inportant to distinguish between the data and contro
pl anes. The optical network provides a service to external entities
in the formof fixed bandwi dth transport pipes (optical paths). |IP
routers at the edge of the optical networks nust necessarily have
such pat hs established between them before comuni cation at the IP

| ayer can commence. Thus, the I P data plane over optical networks is
realized over a virtual topology of optical paths. On the other
hand, | P routers and OXCs can have a peer relation with respect to
the control plane, especially for routing protocols that permt the
dynani ¢ di scovery of |IP endpoints attached to the optical network.

The 1P over optical network architecture is defined essentially by
the organi zation of the control plane. The assunption in this
framework is that an | P-based control plane [1] is used, such as
GWLS. Depending on the service nodel (Section 4), however, the
control planes in the IP and optical networks can be | oosely or
tightly coupled. This coupling deternmines the follow ng
characteristics:

0 The details of the topology and routing infornmation advertised by
the optical network across the client interface;

o The level of control that I P routers can exercise in selecting
explicit paths for connections across the optical network;
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o Policies regarding the dynam c provisioning of optical paths
bet ween routers. These include access control, accounting, and
security issues.

The follow ng interconnection nodels are then possible:
5.1. Interconnecti on Mdels
5.1.1. The Peer Mbdel

Under the peer nodel, the IP control plane acts as a peer of the
optical transport network control plane. This inplies that a single
i nstance of the control plane is deployed over the IP and optica
domai ns. Wen there is a single optical network involved and the IP
and optical donmains belong to the same entity, then a conmon | GP such
as OSPF or IS-1S, with appropriate extensions, can be used to
distribute topology information [7] over the integrated |IP-optica
network. In the case of OSPF, opaque LSAs can be used to advertise
topol ogy state information. In the case of IS-1S, extended TLVs will
have to be defined to propagate topology state information. Mny of
these extensions are occurring within the context of GWLS.

When an optical internetwork with nultiple optical networks is
i nvol ved (e.g., spanning different adninistrative domains), a single
instance of an intra-donain routing protocol is not attractive or

even realistic. |In this case, inter-domain routing and signaling
protocols are needed. |In either case, a tacit assunption is that a
common addr essing schene will be used for the optical and IP

networks. A conmon address space can be trivially realized by using
| P addresses in both IP and optical domains. Thus, the optica
network el enments becone | P addressable entities as noted in [1].

5.1.2. The Overlay Model

Under the overlay nodel, the IP layer routing, topology distribution,
and signaling protocols are independent of the routing, topology

di stribution, and signaling protocols within the optical donain.

This nmodel is conceptually simlar to the classical |P over ATM or
MPQA nodel s, but applied to an optical internetwork instead. |In the
overl ay nodel, a separate instance of the control plane (especially
the routing and signaling protocols) would have to be deployed in the
optical domain, independent of what exists in the |P domain. In
certain circunstances, it nmay also be feasible to statically
configure the optical channels that provide connectivity for the IP
domain in the overlay nodel. Static configuration can be effected

t hrough networ k nmanagenent functions. Static configuration, however,
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is unlikely to scale in very large networks, and nay not support the
rapi d connection provisioning requirenments of future highly
conpetitive networking environnents.

5.1.3. The Augnented Mbdel

Under the augnented nodel, there are separate routing instances in
the I P and optical domains, but certain types of information from one
routing instance can be passed through to the other routing instance.
For exanple, external |P addresses could be carried within the
optical routing protocols to allow reachability information to be
passed to IP clients.

The routing approaches corresponding to these interconnection nodels
are descri bed bel ow

5.2. Routing Approaches
5.2.1. Integrated Routing

This routing approach supports the peer nodel within a single

adm ni strative domain. Under this approach, the IP and optica
networ ks are assuned to run the same instance of an IP routing
protocol, e.g., OSPF with suitable "optical" extensions. These

ext ensi ons nust capture optical |ink paranmeters, and any constraints
that are specific to optical networks. The topology and link state

i nformati on mai ntai ned by all nodes (OXCs and routers) may be
identical, but not necessarily. This approach permts a router to
conmpute an end-to-end path to another router across the optica
networ k. Suppose the path conputation is triggered by the need to
route a | abel switched path (LSP) in a GWLS environnment. Such an
LSP can be established using GWLS signaling, e.g., RSVP-TE or CR-LDP
with appropriate extensions. |In this case, the signaling protoco
will establish a lightpath between two edge routers. This lightpath
is in essence a tunnel across the optical network, and may h