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Abstract

In multiconnectivity scenarios, the clients can simultaneously connect to multiple networks
based on different access technologies and network architectures like Wi-Fi, LTE, and DSL. Both
the quality of experience of the users and the overall network utilization and efficiency may be
improved through the smart selection and combination of access and core network paths that
can dynamically adapt to changing network conditions.

This document presents a unified problem statement and introduces a solution for managing
multiconnectivity. The solution has been developed by the authors based on their experiences in
multiple standards bodies, including the IETF and the 3GPP. However, this document is not an
Internet Standards Track specification, and it does not represent the consensus opinion of the
IETF.

This document describes requirements, solution principles, and the architecture of the Multi-
Access Management Services (MAMS) framework. The MAMS framework aims to provide best
performance while being easy to implement in a wide variety of multiconnectivity deployments.
It specifies the protocol for (1) flexibly selecting the best combination of access and core network
paths for the uplink and downlink, and (2) determining the user-plane treatment (e.g., tunneling,
encryption) and traffic distribution over the selected links, to ensure network efficiency and the
best possible application performance.

Status of This Memo

This document is not an Internet Standards Track specification; it is published for informational
purposes.

This is a contribution to the RFC Series, independently of any other RFC stream. The RFC Editor
has chosen to publish this document at its discretion and makes no statement about its value for
implementation or deployment. Documents approved for publication by the RFC Editor are not
candidates for any level of Internet Standard; see Section 2 of RFC 7841.
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reserved.
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1. Introduction

Multi-Access Management Services (MAMS) is a programmable framework that provides
mechanisms for the flexible selection of network paths in a multi-access (MX) communication
environment, based on the application's needs. The MAMS framework leverages network
intelligence and policies to dynamically adapt traffic distribution across selected paths and user-
plane treatments (e.g., encryption needed for transport over Wi-Fi, or tunneling needed to
overcome a NAT between client and multipath proxy) to changing network/link conditions. The
network path selection and configuration messages are carried as user-plane data between the
functional elements in the network and the client, and thus without any impact on the control-
plane signaling schemes of the underlying access networks. For example, in a multi-access
network with LTE and Wi-Fi technologies, existing LTE and Wi-Fi signaling procedures will be
used to set up the LTE and Wi-Fi connections, respectively, and MAMS-specific control-plane
messages are carried as LTE or Wi-Fi user-plane data. The MAMS framework defined in this
document provides the capability to make a smart selection of a flexible combination of access
paths and core network paths, as well as to choose the user-plane treatment when the traffic is
distributed across the selected paths. Thus, it is a broad programmable framework that provides
functions beyond the simple sharing of network policies such as those provided by the Access
Network Discovery and Selection Function (ANDSF) [ANDSF], which offers policies and rules for
assisting 3GPP clients to discover and select available access networks. Further, it allows the
choice and configuration of user-plane treatment for the traffic over the paths, depending on the
application's needs.

The MAMS framework mechanisms are not dependent on any specific access network types or
user-plane protocols (e.g., TCP, UDP, Generic Routing Encapsulation (GRE) [RFC2784] [RFC2890],
Multipath TCP (MPTCP) [RFC6824]). The MAMS framework coexists and complements the
existing protocols by providing a way to negotiate and configure those protocols to match their
use to a given multi-access scenario based on client and network capabilities, and the specific
needs of each access network path. Further, the MAMS framework allows load balancing of the
traffic flows across the selected access network paths, and the exchange of network state
information to be used for network intelligence to optimize the performance of such protocols.

This document presents the requirements, solution principles, functional architecture, and
protocols for realizing the MAMS framework. An important goal for the MAMS framework is to
ensure that it requires either minimum dependency or (better) no dependency on the actual
access technologies of the participating links, beyond the fact that MAMS functional elements
form an IP overlay across the multiple paths. This allows the scheme to be "future proof" by
allowing independent technology evolution of the existing access and core networks as well as
seamless integration of new access technologies.

The solution described in this document has been developed by the authors, based on their
experiences in multiple standards bodies, including the IETF and the 3GPP. However, this
document is not an Internet Standards Track specification, and it does not represent the
consensus opinion of the IETFE.
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2. Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD
NOT", "RECOMMENDED", "NOT RECOMMENDED", "MAY", and "OPTIONAL" in this document are to
be interpreted as described in BCP 14 [RFC2119] [RFC8174] when, and only when, they appear in
all capitals, as shown here.

Client: An end-user device that supports connections with multiple access nodes, possibly over
different access technologies. Also called a user device or user equipment (UE).

Multiconnectivity Client: A client with multiple network connections.

Access Network: The segment in the network that delivers user data packets to the client via an
access link such as a Wi-Fi airlink, an LTE airlink, or DSL.

Core: The functional element that anchors the client IP address used for communication with
applications via the network.

Network Connection Manager (NCM): A functional entity in the network that handles MAMS
control messages from the client and configures the distribution of data packets over the
available access and core network paths, and manages the user-plane treatment (e.g.,
tunneling, encryption) of the traffic flows.

Client Connection Manager (CCM): A functional entity in the client that exchanges MAMS
signaling messages with the NCM, and which configures the network paths at the client for
the transport of user data.

Network Multi-Access Data Proxy (N-MADP): A functional entity in the network that handles the
forwarding of user data traffic across multiple network paths. The N-MADP is responsible
for MAMS-related user-plane functionalities in the network.

Client Multi-Access Data Proxy (C-MADP): A functional entity in the client that handles the
forwarding of user data traffic across multiple network paths. The C-MADP is responsible
for MAMS-related user-plane functionalities in the client.

Anchor Connection: Refers to the network path from the N-MADP to the user-plane gateway (IP
anchor) that has assigned an IP address to the client.

Delivery Connection: Refers to the network path from the N-MADP to the client.

Uplink (also referred to as "UL" in this document): Refers to the direction of a connection from a
client toward the network.

Downlink (also referred to as "DL" in this document): Refers to the direction of a connection
from the network toward a client.
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3. Problem Statement

Typically, a client has access to multiple communication networks based on different
technologies for accessing application services, for example, LTE, Wi-Fi, DSL, or MulteFire.
Different technologies exhibit benefits and limitations in different scenarios. For example, Wi-Fi
provides high throughput for end users when their Wi-Fi coverage is good, but the throughput
degrades significantly as a given user moves closer to the edge of its Wi-Fi coverage area
(typically in the range of a few tens of meters) or if the user population is large (due to a
contention-based Wi-Fi access scheme). In LTE networks, the capacity is often constrained by the
limited availability of licensed spectrum. However, the quality of the service is predictable even
in multi-user scenarios, due to controlled scheduling and licensed-spectrum usage.

Additionally, the use of a particular access network path is often coupled with the use of its
associated core network and the services that are offered by that network. For example, in an
enterprise that has deployed both Wi-Fi and LTE networks, the enterprise services, such as
printers and corporate audio/video conferencing, are accessible only via Wi-Fi access connected
to the enterprise-hosted (Wi-Fi) core, whereas the LTE access can be used to get operator
services, including access to the public Internet.

Thus, application performance in different scenarios becomes dependent on the choice of access
networks (e.g., Wi-Fi, LTE) and the network and transport protocols used (e.g., VPN, MPTCP, GRE).
Therefore, to achieve the best possible application performance in a wide range of scenarios, a
framework is needed that allows the selection and flexible combination of access and core
network paths as well as the protocols used for uplink and downlink data delivery.

For example, in uncongested scenarios and when the user's Wi-Fi coverage is good, to ensure
best performance for enterprise applications at all times, it would be beneficial to use Wi-Fi
access for both the uplink and downlink for connecting to enterprise applications. However, in
congested scenarios or when the user is getting close to the edge of its Wi-Fi coverage area, the
use of Wi-Fi in the uplink by multiple users can lead to degraded capacity and increased delays
due to contention. In this case, it would be beneficial to at least use the LTE access for increased
uplink coverage, while Wi-Fi may still continue to be used for the downlink.

4. Requirements

The requirements set out in this section define the behavior of the MAMS mechanism and the
related functional elements.

4.1. Access-Technology-Agnostic Interworking

The access nodes MAY use different technology types (LTE, Wi-Fi, etc.). The framework, however,
MUST be agnostic about the type of underlying technology used by the access network.
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4.2. Support for Common Transport Deployments

The network path selection and user data distribution MUST work transparently across various
transport deployments that include end-to-end IPsec, VPNs, and middleboxes like NATs and
proxies.

4.3. Independent Access Path Selection for Uplink and Downlink

A client SHOULD be able to transmit on the uplink and receive on the downlink, using one or
more access networks. The selections of the access paths for the uplink and downlink SHOULD
happen independently.

4.4. Core Selection Independent of Uplink and Downlink Access

A client SHOULD flexibly select the core independently of the access paths used to reach the core,
depending on the application's needs, local policies, and the result of MAMS control-plane
negotiation.

4.5. Adaptive Access Network Path Selection

The framework MUST have the ability to determine the quality of each of the network paths, e.g.,
access link delay and capacity. This information regarding network path quality needs to be
considered in the logic for the selection of the combination of network paths to be used for
transporting user data. The path selection algorithm can use the information regarding network
path quality, in addition to other considerations like network policies, for optimizing network
usage and enhancing the Quality of Experience (QoE) delivered to the user.

4.6. Multipath Support and Aggregation of Access Link Capacities

The framework MUST support the distribution and aggregation of user data across multiple
network paths at the IP layer. The client SHOULD be able to leverage the combined capacity of the
multiple network connections by enabling the simultaneous transport of user data over multiple
network paths. If required, packet reordering needs to be done at the receiver. The framework
MUST allow the flexibility to choose the flow-steering and aggregation protocols based on
capabilities supported by the client and the network user-plane entities. The multiconnection
aggregation solution MUST support existing transport and network-layer protocols like TCP, UDP,
and GRE. The framework MUST allow the use and configuration of existing aggregation protocols
such as MPTCP and SCTP [RFC4960].

4.7. Scalable Mechanism Based on User-Plane Interworking

The framework MUST leverage commonly available transport, routing, and tunneling capabilities
to provide user-plane interworking functionality. The addition of functional elements in the user-
plane path between the client and the network MUST NOT impact the access-technology-specific
procedures. This makes the solution easy to deploy and scale when different networks are added
and removed.
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4.8. Separate Control-Plane and User-Plane Functions

The client MUST use the control-plane protocol to negotiate the following with the network: (1)
the choice of access and core network paths for both the uplink and downlink, and (2) the user-
plane protocol treatment. The control plane MUST configure the actual user-plane data
distribution function per this negotiation. A common control protocol SHOULD allow the creation
of multiple user-plane function instances with potentially different user-plane (e.g., tunneling)
protocol types. This enables maintaining a clear separation between the control-plane and user-
plane functions, allowing the framework to be scalable and extensible, e.g., using architectures
and implementations based on Software-Defined Networking (SDN).

4.9. Lossless Path (Connection) Switching

When switching data traffic from one path (connection) to another, packets may be lost or
delivered out of order; this will have negative impact on the performance of higher-layer
protocols, e.g., TCP. The framework SHOULD provide the necessary mechanisms to ensure in-
order delivery at the receiver, e.g., during path switching. The framework MUST NOT cause any
packet loss beyond losses that access network mobility functions may cause.

4.10. Concatenation and Fragmentation for Adaptation to MTU Differences

Different network paths may have different security and middlebox (e.g., NAT) configurations.
These configurations will lead to the use of different tunneling protocols for the transport of data
between the network user-plane function and the client. As a result, different effective payload
sizes per network path are possible (e.g., due to variable encapsulation header overheads).
Hence, the MAMS framework SHOULD support the fragmentation of a single payload across MTU-
sized IP packets to avoid IP packet fragmentation when aggregating packets from different paths.
Further, the concatenation of multiple IP packets into a single IP packet to improve efficiency in
packing the MTU size SHOULD also be supported.

4.11. Configuring Network Middleboxes Based on Negotiated Protocols

The framework SHOULD enable the identification of optimal settings, like radio link dormancy
timers, binding expiry times, and supported MTUs, based on parameters negotiated between the
client and the network, that may be used to configure middleboxes for efficient operation of
user-plane protocols, e.g., configuring a NAT with a longer binding expiry time when UDP versus
TCP is used.

4.12. Policy-Based Optimal Path Selection

The framework MUST support both the implementation of policies at the client and guidance
from the network for network path selection that will address different application
requirements.
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4.13. Access-Technology-Agnostic Control Signaling

The control-plane signaling MUST NOT be dependent on the underlying access technology
procedures, i.e., it is carried transparently, like application data, on the user plane. The MAMS
framework SHOULD support the delivery of control-plane signaling over existing Internet
protocols, e.g., TCP or UDP.

4.14. Service Discovery and Reachability

There can be multiple instances of the control-plane and user-plane functional elements of the
framework, either collocated or hosted on separate network elements and reachable via any of
the available user-plane paths. The client MUST have the flexibility to choose the appropriate
control-plane instance in the network and use the control-plane signaling to choose the desired
user-plane functional element instances. The client's choice can be based on considerations such
as, but not limited to, the quality of the link through which the network function is reachable,
client preferences, preconfiguration, etc.

5. Solution Principles

This document describes the Multi-Access Management Services (MAMS) framework for dynamic
selection of a flexible combination of access and core network paths for the uplink and
downlink, as well as the user-plane treatment for the traffic spread across the selected links. The
user-plane paths, and access and core network connections, can be selected independently for
the uplink and downlink. For example, the network paths chosen for the uplink do not apply any
constraints on the choice of paths for the downlink. The uplink and downlink network paths can
be chosen based on the application needs and on the characteristics and available resources on
different network connections. For example, a Wi-Fi connection can be chosen for the downlink
for transporting high-bandwidth data from the network to the client, whereas an LTE connection
can be chosen to carry the low-bandwidth feedback to the application server.

Also, depending on the characteristics of the access network link, different processing would be
needed on the user-plane packets on different network paths. Encryption would be needed on a
Wi-Fi link to secure user-plane packets, but not on an LTE link. Tunneling would be needed to
ensure client and network end-point reachability over NATs. Such differentiated user-plane
treatment can be accomplished by configuration of user plane-protocols (e.g., IPsec) specific to
each link.

The MAMS framework consists of clearly separated control- and user-plane functions in the
network and the client. The control-plane protocol allows the configuration of the user-plane
protocols and desired network paths for the transport of application traffic. The control-plane
messages are carried as user-plane data over any of the available network paths between the
peer control-plane functional elements in the client and the network. Multiple user-plane paths
are dynamically distributed across multiple access networks and aggregated in the network (by
the N-MADP). The access network's diversity is not exposed to the application servers, but is kept

Kanugovi, et al. Informational Page 14



RFC 8743 MAMS March 2020

within the scope of the elements defined in this framework. This reduces the burden placed on
application servers that would otherwise have to react to access link changes caused by mobility
events or changing link characteristics.

The selection of paths and user-plane treatment of the traffic is based on (1) the negotiation of
client and network capabilities, and (2) link probing (i.e., checking the quality of links between
the user-plane functional elements at the client and the network). This framework enables
leveraging network intelligence to set up and dynamically configure the best access network
path combination based on client and network capabilities, an application's needs, and
knowledge of the network state.

6. MAMS Reference Architecture

Figure 1 illustrates the MAMS architecture for the scenario where a client is served by multiple
(n) networks. It also introduces the following functional elements:

* The NCM and the CCM in the control plane.
* The N-MADP and the C-MADP in the user plane.
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Figure 1: MAMS Reference Architecture

The NCM is the functional element in the network that handles the MAMS control-plane
procedures. It configures the network (N-MADP) and client (C-MADP) user-plane functions, such
as negotiating with the client for the use of available access network paths, protocols, and rules
for processing the user-plane traffic, as well as link-monitoring procedures. The control-plane
messages between the NCM and the CCM are transported as an overlay on the user plane,
without any impact on the underlying access networks.

The CCM is the peer functional element in the client for handling MAMS control-plane
procedures. It manages multiple network connections at the client. The CCM exchanges MAMS
signaling messages with the NCM to support such functions as the configuration of the UL and DL
user network path for transporting user data packets and the adaptive selection of network path
by the NCM by reporting on the results of link probing. In the downlink, for user data received by
the client, it configures the C-MADP such that application data packets can be received over any
access link so that the packets will reach the appropriate application on the client. In the uplink,
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for the data transmitted by the client, it configures the C-MADP to determine the best access links
to be used for uplink data based on a combination of local and network policies delivered by the
NCM.

The N-MADP is the functional element in the network that handles the forwarding of user data
traffic across multiple network paths, as well as other user-plane functionalities (e.g.,
encapsulation, fragmentation, concatenation, reordering, retransmission). The N-MADP is the
distribution node that routes (1) the uplink user-plane traffic to the appropriate anchor
connection toward the core network, and (2) the downlink user traffic to the client over the
appropriate delivery connections. In the downlink, the NCM configures the use of delivery
connections and user-plane protocols at the N-MADP for transporting user data traffic. The N-
MADP SHOULD implement ECMP support for the downlink traffic. Alternatively, it MAY be
connected to a router with ECMP functionality. The load-balancing algorithm at the N-MADP is
configured by the NCM, based on static and/or dynamic network policies like assigning access
and core paths for a specific user data traffic type, user-volume-based percentage distribution,
and link availability and feedback information from the exchange of MAMS signaling messages
with the CCM at the client. The N-MADP can be configured with appropriate user-plane protocols
to support both per-flow and per-packet traffic distribution across the delivery connections. In
the uplink, the N-MADP selects the appropriate anchor connection over which to forward the
user data traffic received from the client (via the delivery connections). The forwarding rules in
the uplink at the N-MADP are configured by the NCM based on application requirements, e.g.,
enterprise-hosted application flows via a Wi-Fi anchor or mobile-operator-hosted applications
via the cellular core.

The C-MADP is the functional element in the client that handles the MAMS user-plane data
procedures. The C-MADP is configured by the CCM, based on the signaling exchange with the
NCM and local policies at the client. The CCM configures the selection of delivery connections
and the user-plane protocols to be used for uplink user data traffic based on the signaling
messages exchanged with the NCM. The C-MADP entity handles the forwarding of user-plane
data across multiple delivery connections and associated user-plane functions (e.g.,
encapsulation, fragmentation, concatenation, reordering, retransmissions).

The NCM and N-MADP can be either collocated or instantiated on different network nodes. The
NCM can set up multiple N-MADP instances in the network. The NCM controls the selection of the
N-MADP instance by the client and the rules for the distribution of user traffic across the N-
MADP instances. This is beneficial in multiple deployment scenarios, like the following examples:

* Different N-MADP instances to handle different sets of clients for load balancing across
clients.

* Network topologies where the N-MADP is hosted at the user-plane node at the access edge or
in the core network, while the NCM is hosted at the access edge node.

* Access network technology architecture with an N-MADP instance at the core network node
to manage traffic distribution across LTE and DSL networks, and an N-MADP instance at an
access network node to manage traffic distribution across LTE and Wi-Fi networks.
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* A single client can be configured to use multiple N-MADP instances. This is beneficial in
addressing different application requirements. For example, separate N-MADP instances to
handle traffic that is based on TCP and UDP transport.

Thus, the MAMS architecture flexibly addresses multiple network deployments.

7. MAMS Protocol Architecture

This section describes the protocol structure for the MAMS user-plane and control-plane
functional elements.

7.1. MAMS Control-Plane Protocol

Figure 2 shows the default MAMS control-plane protocol stack. WebSocket [RFC6455] is used for
transporting management and control messages between the NCM and the CCM.

o +
| |
| WebSocket |
| |
o +
| |
| TCP/TLS |
| |
o +

Figure 2: TCP-Based MAMS Control-Plane Protocol Stack

7.2. MAMS User-Plane Protocol

Figure 3 shows the MAMS user-plane protocol stack for transporting the user payload, e.g., an IP
Protocol Data Unit (PDU).
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e ittt +
| User Payload, e.g., IP Protocol Data Unit (PDU) |
B et T ettt e e L +
o +
e ettt e e +
| Multi-Access (MX) Convergence Layer
I e + |
B et T ettt e e L +
| MX Adaptation | MX Adaptation | MX Adaptation |
| | Layer | Layer | Layer | |
| (optional) | (optional) | (optional)
o fom o +
| | Access #1 IP | Access #2 IP | Access #3 IP |
B et T ettt e e L +
MAMS User-Plane Protocol Stack
o +

Figure 3: MAMS User-Plane Protocol Stack
The MAMS user-plane protocol consists of the following two layers:

» Multi-Access (MX) Convergence Layer: The MAMS framework configures the Convergence
Layer to perform multi-access-specific tasks in the user plane. This layer performs such
functions as access (path) selection, multi-link (path) aggregation, splitting/reordering,
lossless switching, fragmentation, or concatenation. The MX Convergence Layer can be
implemented by using existing user-plane protocols like MPTCP [RFC6824] or Multipath QUIC
(MPQUIC) [QUIC-MULTIPATH], or by adapting encapsulating header/trailer schemes such as
GRE [RFC2784] [RFC2890] or Generic Multi-Access (GMA) [INTAREA-GMA].

» Multi-Access (MX) Adaptation Layer: The MAMS framework configures the Adaptation Layer
to address transport-network-related aspects such as reachability and security in the user
plane. This layer performs functions to handle tunneling, network-layer security, and NAT.
The MX Adaptation Layer can be implemented using IPsec, DTLS [RFC6347], or a Client NAT
(Source NAT at the client with inverse mapping at the N-MADP [INTAREA-MAMS]). The MX
Adaptation Layer is OPTIONAL and can be independently configured for each of the access
links. For example, in a deployment with LTE (assumed secure) and Wi-Fi (assumed to not be
secure), the MX Adaptation Layer can be omitted for the LTE link, but is configured with
IPsec to secure the Wi-Fi link. Further details on the MAMS user plane are provided in
[INTAREA-MAMS].

8. MAMS Control-Plane Procedures

8.1. Overview

The CCM and NCM exchange signaling messages to configure the user-plane functions via the C-
MADP and the N-MADP at the client and the network, respectively. The means for the CCM to
obtain the NCM credentials (Fully Qualified Domain Name (FQDN) or IP address) for sending the
initial discovery messages are out of scope for this document. As an example, the client can
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obtain the NCM credentials by using such methods as provisioning or DNS queries. Once the
discovery process is successful, the (initial) NCM can update and assign additional NCM
addresses, e.g., based on Mobile Country Code (MCC) / Mobile Network Code (MNC) tuple
information received in the MX Discover message, for sending subsequent control-plane
messages.

The CCM discovers and exchanges capabilities with the NCM. The NCM provides the credentials
of the N-MADP endpoint and negotiates the parameters for the user plane with the CCM. The
CCM configures the C-MADP to set up the user-plane path (e.g., MPTCP/UDP Proxy connection)
with the N-MADP, based on the credentials (e.g., (MPTCP/UDP) Proxy IP address and port,
associated core network path), and the parameters exchanged with the NCM. Further, the NCM
and CCM exchange link status information to adapt traffic steering and user-plane treatment to
dynamic network conditions. The key procedures are described in detail in the following
subsections.

+-———= + +-——— +
| CCM | | NCM |
+——+——+ +——+——+
Discovery and
Capability
| Exchange |
e >
| Setup of |
User-Plane
Protocols
| @emmmmeemeceeeeemeaa== >

Path Quality
| Estimation |

| Network Capabilities |
e.g., RNIS [ETSIRNIS]

"RNIS" stands for "Radio Network Information Service"

Figure 4: MAMS Control-Plane Procedures

8.2. Common Fields in MAMS Control Messages

Each MAMS control message consists of the following common fields:

¢ Version: Indicates the version of the MAMS control protocol.
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» Message Type: Indicates the type of the message, e.g., MX Discover, MX Capability Request
(REQ) / Response (RSP).

* Sequence Number: Auto-incremented integer to uniquely identify a particular message
exchange, e.g., MX Capability Request/Response.

8.3. Common Procedures for MAMS Control Messages

This section describes the common procedures for MAMS control messages.

8.3.1. Message Timeout

After sending a MAMS control message, the MAMS control-plane peer (NCM or CCM) waits for a
duration of MAMS_TIMEOUT ms before timing out in cases where a response was expected. The
sender of the message will retransmit the message for MAMS_RETRY times before declaring
failure if no response is received. A failure implies that the MAMS peer is dead or unreachable,
and the sender reverts to native non-multi-access / single-path mode. The CCM may initiate the
MAMS discovery procedure for re-establishing the MAMS session.

8.3.2. Keep-Alive Procedure

MAMS control-plane peers execute the keep-alive procedures to ensure that the other peers are
reachable and to recover from dead-peer scenarios. Each MAMS control-plane endpoint
maintains a Keep-Alive timer that is set for a duration of MAMS_KEEP_ALIVE_TIMEOUT. The
Keep-Alive timer is reset whenever the peer receives a MAMS control message. When the Keep-
Alive timer expires, an MX Keep-Alive Request is sent.

The values for MAMS_RETRY and MAMS_KEEP_ALIVE_TIMEOUT parameters used in keep-alive
procedures are deployment dependent, and the means for obtaining them are out of scope for
this document. As an example, the client and network can obtain the values using provisioning.
On receipt of an MX Keep-Alive Request, the receiver responds with an MX Keep-Alive Response.
If the sender does not receive a MAMS control message in response to MAMS_RETRY retries of
the MX Keep-Alive Request, the MAMS peer declares that the peer is dead or unreachable. The
CCM MAY initiate the MAMS discovery procedure for re-establishing the MAMS session.

Additionally, the CCM SHALL immediately send an MX Keep-Alive Request to the NCM whenever
it detects a handover from one base station / access point to another. During this time, the client
SHALL stop using MAMS user-plane functionality in the uplink direction until it receives an MX
Keep-Alive Response from the NCM.

The MX Keep-Alive Request includes the following information:

* Reason: Can be timeout or handover. Handover shall be used by the CCM only on detection
of a handover.

* Unique Session ID: See Section 8.4.
* Connection ID: If the reason is handover, the inclusion of this field is mandatory.

* Delivery Node ID: Identity of the node to which the client is attached. In the case of LTE, this
is an E-UTRAN Cell Global Identifier (ECGI). In the case of Wi-Fi, this is an AP ID or a Media
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Access Control (MAC) address. If the reason is "Handover", the inclusion of this field is
mandatory.

8.4. Discovery and Capability Exchange

Figure 5 shows the MAMS discovery and capability exchange procedure.

CCM NCM
| |
|-——-——- MX Discover Message —-—--———-——-——————-—---—- >
Fom +
| Learn CCM |
| | IP address |
| and port |
o +
| |
mmmmm oo MX System Info ------ |
|
|-—————— MX Capability REQ -->|
<=——-= MX Capability RSP --------—--—--————mm o
—————————————————————————————— MX Capability ACK -->|

+

Figure 5: MAMS Control Procedure for Discovery and Capability Exchange

This procedure consists of the following key steps:

Step 1 (discovery): The CCM periodically sends an MX Discover message to a predefined (NCM) IP
address/port until an MX System Info message is received in acknowledgment.

* The MX Discover message includes the following information:

o MAMS Version.

> Mobile Country Code (MCC) / Mobile Network Code (MNC) Tuple: Optional parameter to
identify the operator network to which the client is subscribed, in conformance with the

format specified in [ITU-E212].
* The MX System Info message includes the following information:
o Number of Anchor Connections.
For each anchor connection, the following parameters are included:

= Connection ID: Unique identifier for the anchor connection.
» Connection Type (e.g., Wi-Fi, 5G NR, MulteFire, LTE).
* NCM Endpoint Address (for control-plane messages over this connection):

= IP Address or FQDN
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= Port Number

Step 2 (capability exchange): The CCM learns the IP address and port from the MX System Info
message. It then sends the MX Capability REQ message, which includes the following parameters:

* MX Feature Activation List: Indicates whether the corresponding feature is supported or not,
e.g., lossless switching, fragmentation, concatenation, uplink aggregation, downlink
aggregation, measurement, probing.

e Number of Anchor Connections (core networks).
For each anchor connection, the following parameters are included:

o Connection ID
o Connection Type (e.g., Wi-Fi, 5G NR, MulteFire, LTE)

* Number of Delivery Connections (access links).
For each delivery connection, the following parameters are included:

> Connection ID
o Connection Type (e.g., Wi-Fi, 5G NR, MulteFire, LTE)

* MX Convergence Method Support List:

- GMA

o MPTCP Proxy

o GRE Aggregation Proxy
> MPQUIC

* MX Adaptation Method Support List:

o UDP without DTLS
o UDP with DTLS

o IPsec [RFC3948]

o Client NAT

In response, the NCM creates a unique identity for the CCM session and sends the MX Capability
Response, including the following information:

* MX Feature Activation List: Indicates whether the corresponding feature is enabled or not,
e.g., lossless switching, fragmentation, concatenation, uplink aggregation, downlink
aggregation, measurement, probing.

* Number of Anchor Connections (core networks):
For each anchor connection, the following parameters are included:

o Connection ID

Kanugovi, et al. Informational Page 23



RFC 8743 MAMS March 2020

o Connection Type (e.g., Wi-Fi, 5G NR, MulteFire, LTE)
* Number of Delivery Connections (access links):
For each delivery connection, the following parameters are included:

o Connection ID
o Connection Type (e.g., Wi-Fi, 5G NR, MulteFire, LTE)

* MX Convergence Method Support List:

- GMA

o MPTCP Proxy

o GRE Aggregation Proxy
> MPQUIC

* MX Adaptation Method Support List:

> UDP without DTLS
o UDP with DTLS

o [Psec [RFC3948]

o Client NAT

* Unique Session ID: Unique session identifier for the CCM that set up the connection. If the
session already exists, then the existing unique session identifier is returned.

o NCM ID: Unique identity of the NCM in the operator network.
o Session ID: Unique identity assigned to the CCM instance by this NCM instance.

In response to the MX Capability Response, the CCM sends a confirmation (or rejection) in the MX
Capability Acknowledge. The MX Capability Acknowledge includes the following parameters:

* Unique Session ID: Same identifier as the identifier provided in the MX Capability Response.

* Acknowledgment: An indication of whether the client has accepted or rejected the capability
exchange phase.

o MX ACCEPT: The CCM accepts the capability set proposed by the NCM.
o MX REJECT: The CCM rejects the capability set proposed by the NCM.

If the NCM receives an MX_REJECT, the current MAMS session will be terminated.

If the CCM can no longer continue with the current capabilities, it SHOULD send an MX Session
Termination Request to terminate the MAMS session. In response, the NCM SHOULD send an MX
Session Termination Response to confirm the termination.

8.5. User-Plane Configuration

Figure 6 shows the user-plane (UP) configuration procedure.
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